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1 Discussion
According to agreed S1-182441, conclusion is to change the terms ‘type-a network’ and ‘type-b network’ to be referred to as ‘non-public’ network. 
It is proposed to update TR 23.734 accordingly. Solutions with the updated terminology are expected to be updated by corresponding authors.
Here is the conclusion from S1-182441 that was endorsed by SA1 (the agreed CR was in S1-182756):
==============================
Conclusion and proposal
Using the terms “type-a network” and “type-b network” creates confusion and may give the impression that these are two fundamentally different types of networks that need to be specified separately, while in fact they are essentially the same, with one main difference: whether service continuity with a PLMN is possible (which is a matter of agreement between parties).

To avoid any further confusion in downstream groups, it is proposed to use a single term to refer to this type of networks and where different options are envisaged, formulate them through explicit requirements. The service requirements can be clearly formulated to provide limitations/conditions when a feature such as service continuity is allowed.

It is proposed to refer to this type of networks as “non-public networks”, with the following definition: 
Non-public network: a network that is intended for non-public use.

==============================
2 Proposal
It is proposed to introduce the following updates to TR 23.734:
* * * Start of Change * * * 
1	Scope
The objective and scope of this TR is to study enhancements to 5GS that are required to fulfil Stage-1 service requirements in vertical domains defined in TS 22.261 [2] and TS 22.104CAV [xx]:
-	Enablers (e.g. time synchronization of packet delivery in each hop) to support Time Sensitive Networking, and industrial control use cases specified by Stage 1.
-	Architecture enhancements required to support security requirements.
NOTE 1:	Security aspects will be studied in cooperation with SA3.
-	Enhancements to the 5G system to support 5GLAN service.
-	Enhancements to service exposure via APIs for 3rd party use of functionalities e.g. for information regarding the geographic location of coverage area of type-a/type-bnon-public network;
-	Enablers to support new KPIs (e.g. 5QI) to meet service requirements of vertical;
-	Support for type-bnon-public networks:
-	Support for UEs being registered in type-bnon-public network and a PLMN when the UE supports credentials required for type-bnon-public network and credentials required for a PLMN and is able to maintain both registrations independently.
-	Support for type-a networks and interworking, roaming between public and type-a networks:
-	Support for roaming, mobility and service continuity between PLMN and type-anon-public networks (e.g. for mobility from type-anon-public networks to PLMN) with direct interaction between type-anon-public networks and PLMN.
NOTE 2:	While support for stand-alone operation of type-bnon-public and type-a  networks and interworking between PLMN and type-anon-public networks is one of the objectives of the study, there is no assumption that either are required in all deployment scenarios.
NOTE 3:	The objectives are subject to alignment with the corresponding normative work of TS 22.261 [2] and TS 22.CAV 104 [xx] that is still ongoing in SA WG1.
[bookmark: _Toc524419768]3	Definitions, symbols and abbreviations
[bookmark: _Toc524419769]3.1	Definitions
For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
5GLAN Group: a set of UEs using private communication for 5G LAN-type service.
5G LAN-type service: a service over the 5G system offering private communication using IP and/or non-IP type communications.
5GLAN one to one communication: communication between two UEs in a 5GLAN group.
5GLAN one to many communication: communication between one UE and many UEs in a 5GLAN group.
[bookmark: _Hlk522739033]IEEE Time Sensitive Networking (TSN): A set of standards to define mechanisms for the time-sensitive (i.e. deterministic) transmission of data over Ethernet networks under development by the Time-Sensitive Networking task group of the IEEE 802.1 working group.
private communication: a communication between two or more UEs belonging to a restricted set of UEs.
Editor's note:	The definition of 5GLAN Group, 5G-LAN type service, and private communication may be updated to align SA WG1 specification and further enhanced for the architecture development work.
Time Sensitive Communication (TSC): A communication service that supports deterministic communication and/or isochronous communication with high reliability and availability. It is about providing packet transport with bounds on latency, loss, packet delay variation (jitter), and reliability, where end systems and relay/transmit nodes can be strictly synchronized.
Type-aNon-public network: a 3GPP network that is intended not for non-public use  and for which service continuity and roaming with a public PLMN is possible.
Editor's note:	The relationship between type-a networks and PLMNs is FFS and will be clarified based on SA WG1 input.
NOTE:	According to TR 21.905 [1] PLMN is defined as "A telecommunications network providing mobile cellular services".
[bookmark: _Hlk516762490]Type-b network: an isolated 3GPP network that does not interact with a public PLMN.
Editor's note:	The type-a and type-b network definitions will be aligned with SA WG1.
[bookmark: _Toc524419770]3.2	Symbols
For the purposes of the present document, the following symbols apply:
Symbol format (EW)
<symbol>	<Explanation>

[bookmark: _Toc524419771]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
Abbreviation format (EW)
<ACRONYM>	<Explanation>

[bookmark: _Toc524419772]4	Architecture Assumptions
Following are the architectural assumptions for this study item:
1)	This study is assumed to inherit the exposure framework as defined in Rel-15 for 5G System. It is also assumed that each Key issue identified for this study item determines the need for capabilities and events (as needed) that will be exposed.
2)	This study is assumed that the 5G LAN-type service is provided to UE connecting to 5G system.

[bookmark: _Toc524419773]5	Key Issues
Editor's note:	This clause will describe the key issues for the enhancement of Verticals and LAN Services in 5GS.
[bookmark: _Toc524419774]5.1	Key Issue #1: Network discovery, selection and access control for type-a and type-bnon-public networks
[bookmark: _Toc524419775]5.1.1	General description
This key issue aims at studying network discovery, selection and access control for type-a and type-bnon-public networks. Solutions to this key issue are expected to address the following aspects:
-	Non-publicType-a and type-b network subscriptions
-	How is information identifying a type-a or type-bnon-public network provided to the UE for network discovery and selection?
-	Which criteria are used by the UE for automatic selection of type-a or type-bnon-public networks
-	How to support manual selection of type-a and type-bnon-public networks
-	How to prevent UEs not authorized for a given type-a or type-bnon-public network from attempting to automatically select and register in that type-a or type-bnon-public network?
	How to enable the network to verify whether a UE is authorized to access a non-publictype-a or type-b network?
-	Which network entities perform access control for non-publictype-a and type-b networks?
-	Access barring aspects for non-publictype-a and type-b networks
-	Where access restrictions are configured (e.g. subscription or configuration)?
-	How to enable UEs to access non-publictype-b networks but prevent the same UEs from accessing public PLMNs?
-	How to prevent UEs not supporting non-publictype-a and type-b networks from attempting to access non-publictype-a and type-b networks?
-	How to prevent NG-RAN from handing over a UE to a non-publictype-a network if the UE is not permitted to access the non-publictype-a network?
[bookmark: _Toc524419776]5.2	Key Issue #2: Network Identification for type-a and type-bnon-public networks
[bookmark: _Toc524419777]5.2.1	General description
This key issue aims at studying network identification for type-a and type-bnon-public networks.
Solutions to this key issue are expected to address the following aspects:
-	What are the information elements included in the network identification and what is the granularity of each information, e.g. network operator identifier, type of the network, location information?
-	Whether and how to provide differentiation between type-a and type-b network in a network identification?
-	What are the assumption on the uniqueness of the network identification?
-	Whether and how is the network identification related to the UE identification.
[bookmark: _Toc524419778]5.3	Key issue #3: Enablers to support Time Sensitive Networking (TSN)
[bookmark: _Toc524419779]5.3.1	Key issue #3.1: System Enhancements to support Time Sensitive Networking (TSN)
[bookmark: _Toc524419780]5.3.1.1	Description
The objective of this Key Issue is to introduce support for Time Sensitive Networking in 5G System. With starting point in TR 22.804 [6] and TS 22.261 [2], further clarify reference scenarios (i.e. at the architectural level) for 5G System support for TSN, including functional as well as performance requirements related to TSN use-cases (e.g. user plane jitter versus synchronization requirements).
Editor's note:	definition for TSN is FFS.
The open issues for this key issue in order to support TSN are as follows:
-	What are the architecture assumptions and principles for supporting TSN in 5G System?
-	What are the necessary enhancements to QoS (e.g. new 5QI), policy framework to support TSN?
-	What are the necessary enhancements to 3GPP network to support scheduling requirements between UE(s) and application for wireless TSN deployment (e.g. coordination and synchronization of scheduling across multiple cells, multiple gNBs for multiple UE(s) etc.) in the 5G System for TSN support?
-	What are the impact on 5G System when TSN support is introduced due to mobility and determine to what extent TSN can be supported when there is mobility?
-	How and whether interworking and co-existence can be supported with existing TSN deployments should be identified?
-	It needs to be studied whether and how work done in other SDOs (e.g. IEEE, IETF) can be leveraged for support of TSN in 5G System e.g. scheduling of traffic (IEEE 802.1Qbv).
NOTE:	Items that are not specific to TSN are in the scope of FS_5G_URLLC. For instance, system enhancements to increase reliability (e.g. by potentially enabling support for IEEE 802.1CB) and to reduce handover related Jitter is in the scope of FS_5G_URLLC.
-	If gNB is becoming part of TSN subnet and it needs to support requirements to perform resource reservation using SRP (in IEEE 802.1Qat), centralised Network Configuration (in IEEE 802.1Qcc) and support time-aware scheduling (in IEEE 802.1Qbv)?
Editor's note:	Before proceeding with solutions requiring TSN support inside the 5G System network functions the following, needs to be checked: Whether delay Tolerance, Packet Loss and jitter requirements defined in TR 22.804 [6] and in current industrial networks are accomplished by TSN can be fulfilled by 5G System existing QoS architecture e.g. by adding new parameters but without full integration of TSN inside the 5G System. Depending on the answer appropriate architecture for "adaptation" or "integration" with TSN will be considered.

[bookmark: _Toc524419781]5.3.2	Key issue #3.2: Time synchronization aspect
[bookmark: _Toc524419782]5.3.2.1	Description
TR 22.821 [7] describes a use case for factory automation in clause 5.17 and corresponding performance requirement in clause 5.21.
Factory Automation applications have stringent requirements on latency, jitter and error rate. Among these requirements, time synchronization is the pre-condition to achieve deterministic packet delivery.
Besides that, time synchronization is also used for other use cases such as defined in TR 22.804 [6], clause 5.6.5, Smart Grid: synchronicity between the entities.
This key issue is to study:
-	How the 5G system achieves time synchronization for the devices connected to the 3GPP network, to meet the requirement defined by SA WG1.
-	How the 5G system achieves time synchronization between the devices connected to the 3GPP network and external time-sensitive network to meet the requirement defined by SA WG1.
-	Can it be assumed that all UEs connected to the 5G system need to be synchronized to the same time source?
-	What is the complexity of supporting 802.1AS operation via the transport of 802.1AS messages over the 5G system (analysis requires work in RAN WGs also)?
-	What is the complexity of signalling precise timing to the UE via 5G air interface signalling (analysis primarily requires work in RAN WGs)?
[bookmark: _Toc524419783]5.4	Key Issue #4: Support of 5G LAN-type service
[bookmark: _Toc524419784]5.4.1	Key Issue #4.1: 5GLAN Group Management
[bookmark: _Toc524419785]5.4.1.1	Description
According to TR 22.821 [7], use cases are defined for 5G LAN-type service. For example, in the enterprise environment, equipment like smartphone, laptop may communicate with each other within a 5GLAN Group. The 5GLAN Group may be dynamically created by an operator or possibly requested by Application Function via service exposure.
Editor's note:	The architectural requirements requires further clarifications based on stage 1 normative requirements regarding to the definitions and relationship between 5GLAN Group and 5GLAN-type service including clarification of if the 5GLAN Group applies to the UEs or Users and whether group aspects are required on application level or/and 5G system level.
This key issue 4.1 is to study:
-	What is the system architecture and procedure supporting service exposure for creation and management of a 5GLAN Group?
-	How the 5G system create a 5GLAN Group for private communication;
-	How the 5G system identify a 5GLAN Group for private communication;
-	How the UE is added into a 5GLAN Group, e.g. based on the request from an Application Function, including the authentication and authorization of UE to join a 5GLAN Group;
-	How the 5G system remove a UE from a 5GLAN Group, e.g. based on the request from an Application Function;
-	How the 5G system remove a 5GLAN Group.
[bookmark: _Toc524419786]5.4.2	Key Issue #4.2: Service Discovery, Selection, and Restrictions
[bookmark: _Toc524419787]5.4.2.1	General description
The 5GLAN type services can span over wide area mobile network. This key issue aims at studying the mechanism in 5GS to enable the support for a UE to discover and select 5GLAN services and the mechanism for the 5GS to configure service restriction, e.g. based on location of a UE group membership, for a particular 5GLAN service.
The following open issues need to be studied:
-	How to identify a 5GLAN service?
-	Whether and how the 5GS network provide the required information to a UE and what the required information to support 5GLAN service discovery?
-	What is the procedure and criteria for a UE to perform 5GLAN service discovery and selection?
-	What is the granularity of 5GLAN service restriction, e.g. per UE, per 5GLAN group, per UE's location information, or other information and combination of such information?
-	How does the 5GS network configure and enforce service restriction for a UE from 5GLAN?
-	Whether and how does the 5GS network enforce respective service restrictions on a UE using multiple 5GLAN services without conflicts?
[bookmark: _Toc524419788]5.5	Key Issue #5: Support of 5GLAN communication
[bookmark: _Toc524419789]5.5.1	Description
TR 22.821 [7] describes use cases and potential requirements for 5GLAN service, TS 22.261 [2] describes normative requirements to support the Ethernet transport services of 5GLAN.
This key issue aims to provide solutions to support efficient 5GLAN communication, including IP-type 5GLAN communication and Ethernet-type 5GLAN communication, between two or more UEs within a 5GLAN group.
The following points should be studied:
-	How to authorize a UE for 5GLAN communication.
-	How to support service exposure function for AF managing 5GLAN communications.
-	How to support the one to one or one to many data communication for 5GLAN communication service within a single 5GLAN group, the procedure to establish, modify, and release the one to one and one to many 5GLAN communication.
-	How to know the UE reachability status for 5GLAN communication.
-	How to keep the service continuity for 5GLAN communication due to UE mobility within the same PLMN.
-	How to address the UE within the 5GLAN group for 5GLAN communication.
-	How to ensure isolation of 5GLAN communication between 5GLAN groups.
-	How to secure the 5GLAN one to one and one to many communication.
-	For a UE, how to enable simultaneous 5GLAN communication with multiple groups.
Specifically, for Ethernet-type 5GLAN communication, following aspects are for study:
-	How to support the Ethernet transport service of the 5GLAN group over wide area mobile network.
-	How to route the Ethernet frames efficiently between UEs within a 5GLAN group.
-	How to support the communication between Ethernet type 5GLAN and Ethernet network in data network.
[bookmark: _Toc524419790]5.6	Key issue #6: Accessing PLMN services via type-anon-public networks and vice versa
[bookmark: _Toc524419791][bookmark: _Hlk500943653]5.6.1	Description
Type-aNon-Public networks are restricted for use by authorized subscribers only. It is not available for public use. However, UE can be authorized to use both a Public PLMN and type-anon-public networks in which case, it should be studied how the UE can obtain service continuity for services offered by Public PLMN via type-anon-public network and vice versa.
The open issues for this key issue are as follows:
-	Study System architecture aspects to support service continuity between Public PLMN and non-publictype-a network. How to enable the 5G system to provide:
-	access to Public PLMN offered services (e.g. voice services) while accessing non-publictype-a network;
-	service continuity for PLMN offered services (e.g. voice services) between a non-publictype-a and a Public PLMN;
-	access to selected non-publictype-a network offered services while accessing Public PLMN;
-	service continuity for non-publictype-a network offered services between a type-anon-public network and a Public PLMN.
Note 1:	It is assumed that the UE requires the credential needed for Public PLMN in order to access and obtain Public PLMN offered services. Similarly, it is assumed that the UE requires the credential needed for non-publictype-a network in order to access and obtain non-publictype-a offered services.
How to support the following?
-	Ability for UE to remain registered in both a PLMN (using the credential needed for Public PLMN) and a non-publictype-a network (using the credential needed for non-publictype-a network) when NR is deployed in both the PLMN and the non-publictype-a network.
[bookmark: _Toc524419792]6	Solutions
[bookmark: _Toc524419793]6.1	Solution #1: Identification, selection and access control for non-public networks
[bookmark: _Toc524419794]6.1.1	Description
The solution addresses key issue #1 ("Network discovery, selection and access control for type-a and type-b networks") and key issue #2 ("Network Identification for type-a and type-b networks").
The solution supports the following network types:
-	stand-alone type-a networks (i.e. type-a networks not relying on network functions of a public PLMN)
-	type-b networks.
The solution is based on the following principles:
-	Identities
-	A Non-public network ID (NPN-ID) identifies a non-public network. The NPN-ID supports two assignment models
-	Locally managed NPN-IDs are assumed to be chosen randomly at deployment time to avoid collisions (and may therefore not be unique in all scenarios)
-	Universally managed NPN-ID are managed by a central entitity are are therefore assumed to be unique.
NOTE 1:	Which legal entity manages the number space is out of scope of 3GPP.
-	A human-readable network name identifies a non-public network. The human-readable name may be unique.
-	The following information is broadcasted in SIB by gNBs providing access to a non-public network:
-	Non-public network indication identifying the cell as part of a non-public network
NOTE 2:	No PLMN ID as currently defined in clause 12.1 of TS 23.003 is assumed to be broadcasted for Non-public networks.
-	cellReservedForOtherUse indication (to prevent non supporting UEs from accessing the cell; see also TS 38.304 [8]). UEs that support non-public networks consider a cell that broadcasts both the cellReservedForOtherUse and the non-public network indication as not barred.
-	List of NPN-IDs identifying the non-public networks the cell provides access to
-	(Optional) Human-readable network name (per NPN-ID)
-	Network and cell selection
-	UE performs network selection between gNBs broadcasting different NPN-IDs
-	UE performs cell (re-)selection between gNBs broadcasting the same NPN-ID
-	A UE shall only automatically select and attempt to register with a non-public network the UE has a subscriber identifier and credentials for.
Editor's note:	The details of automatic network selection for non-public networks is FFS.
-	For manual selection the UE presents the list of NPN-IDs and related human-readable names (if available) of the available non-public networks.
-	Subscription
-	Subscriptions to a non-public network are stored in the non-public network's UDM.
-	A subscriber of a non-public network is identified based on a NAI. The realm part of the NAI includes the NPN-ID of the non-public network.
-	UE can be configured with subscriber identifiers and credentials for multiple non-public networks.
Editor's note:	The syntax of the username part of the non-IMSI-based NAI is FFS. Whether the non-public networks a UE can access can be changed by PCF is FFS.
[bookmark: _Toc524419795]6.1.2	Procedures
Editor's note:	This clause describes services and related procedures for the solution.

[bookmark: _Toc524419796]6.1.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause captures impacts on existing 3GPP nodes and functional elements.

[bookmark: _Toc524419797]6.1.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.
[bookmark: _Toc524419798][bookmark: _Hlk521616938]6.2	Solution 2: Closed Access Group
[bookmark: _Toc524419799]6.2.1	Description
The solution addresses key issue #1 ("Network discovery, selection and access control for type-a and type-b networks") and key issue #2 ("Network Identification for type-a and type-b networks").
The solution supports the following network types:
-	non-stand-alone type-a networks (i.e. type-a networks that are deployed as part of a PLMN)
The solution is based on the following principles:
-	Identities:
-	A Closed Access Group (CAG) ID uniquely identifies a closed access group (CAG) in a PLMN.
-	A human-readable network name identifies the CAG. The human-readable name may be unique.
-	The following information is broadcasted in SIB for a PLMN that supports a CAG:
-	CAG indication identifying the cell as a Closed Access Group cell.
-	cellReservedForOtherUse indication (to prevent non-supporting UEs from accessing the cell; see also TS 38.304 [8]). UEs that support non-public networks consider a cell that broadcasts both the cellReservedForOtherUse and the CAG indication as not barred.
-	CAG ID.
-	(Optional) Human-readable network name.
-	Network and cell selection
-	UE maintains a white list of CAG IDs
-	UE configured to only access CAG cells are not allowed to register via non-CAG cells of any PLMN.
-	UE shall only automatically select and attempt to register via a CAG cell whose identity is contained in the white list.
-	For manual CAG selection the UE presents the list of available CAG IDs and related human-readable names (if available). If a UE has successfully registered to a CAG which was not listed in the white list yet, the CAG ID is added to the CAG white list.
-	Subscription
-	Subscription contains the list of CAGs the UE is entitled to access
-	Subscription contains indication whether the UE is only allowed to access CAG cells (UE is also configured accordingly); this is to address factory devices that are supposed to remain on the CAG cells
Editor's note:	Whether CN functions are shared between PLMN and non-standalone type-a network is FFS.
[bookmark: _Toc524419800]6.2.2	Procedures
Editor's note:	This clause describes services and related procedures for the solution.
[bookmark: _Toc524419801]6.2.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause captures impacts on existing 3GPP nodes and functional elements.
[bookmark: _Toc524419802]6.2.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.
[bookmark: _Toc524419803]6.3	Solution #X3: Type-a/Type-b Network Identification, selection and access control for type-a and type-b networks
[bookmark: _Toc524419804]6.3.1	Description
The solution addresses key issue #1 ("Network discovery, selection and access control for type-a and type-b networks") and key issue #2 ("Network Identification for type-a and type-b networks").
In this paper, we represented type-a/type-b network as X-Network.
[bookmark: _Toc524419805]6.3.1.1	Network Identification
From the UE's point of views, the major difference between the type-a and type-b networks is if a UE is authorized to use services provided by the PLMN via the registered X-Network. That is, if the UE is not authorized to use services provided by any PLMNs, the UE is registered to a type-b network.
On the other hand, an X-Network may support services provided by one or more service network providers which can include MNOs.. X network can be type-a or type-b on per UE basis depending on the services the UE is authorized to use. For the UE, it actually selects a service network which can provide authorized services via a selected X-Network.
For example, as shown in Figure 6.3.1.1-1, for UE#A, UE#B, and UE#C, each can register to the same X-Network identified as NID#X. However, logically:
-	the UE#A is registered to a type-a network if it is authorized to use the service provided by a PLMN#1.
-	the UE#B is registered to a type-b network if it is not authorized to use any service provided by any PLMNs, e.g. SN#N.
-	the UE#C, it registers to a self-contained type-b network which provides local services without any interaction to external service networks.


Figure 6.3.1.1-1: Example of type-a/type-b network (X-Network) to UE#A/UE#B/UE#C
For type-a/type-b network identification, this solution proposes the following principles:
-	The X-Network shall be able to support type-a and/or type-b and shall have the same format of the network identification, defined as NID. NID of the X-Network shall be able to indicate the support of external service network, e.g. SN#1,..,SN#N, or local service, e.g. as a self-contained private network.
-	The X-Network shall provide information the supported external service network, e.g. SN#1, SN#N, which can be identified by a service network identification, defined as SN-ID. SN-ID of the service network shall be able to indicate the support of MNO with the format PLMN-ID.
Editor's note:	The service network which is not a PLMN and the selection procedure is for FFS.
Editor's note:	If the same SN-ID is broadcast by different X-Networks is FFS.
Editor's note:	Whether the concept of NID is needed for local services or can be supported by SN-ID is FFS.
-	The RAN node in the X-Network shall broadcast the following information:
-	NID.
-	Supported SN-IDs list.
-	The UE shall be configured with the following information:
-	SN-IDs list in priority order.
-	Authentication parameters including credential, authentication method of the configured SN-ID.
-	DNN, S-NSSAI, SSC mode of the configured SN-ID if network slicing is supported in Service network.
[bookmark: _Toc524419806]6.3.1.2	Network Discovery and Selection
For a UE configured with X-network profile, it is important that X-Network discovery and selection is able to compatible with existing PLMN selection procedure as in 3GPP TS 23.122/TS 36.304:
When a UE is switched on, a public land mobile network (PLMN) is selected by NAS. On request of the NAS, the AS shall perform a search for available PLMNs with CN type if available for each PLMN and report them to NAS.
As such, the UE needs to be able to select a PLMN-ID that is only used for X-Network, and needs to be able to differentiate if external service or local service is supported.
For Key issue#2, this solution proposes the following principles:
-	In the PLMN selection procedure, a reserved global unique PLMN-ID is used for any X-Network as an indication to differentiate between the 3GPP Network and X-Network:
-	The RAN node in X-Network needs to broadcast the reserved PLMN-ID along with other supported PLMNs, if available, in the system information.
-	A part of the configuration of the X-Network Profile, the UE shall be also configured with the following information: Reserved global unique PLMN-ID to be used in PLMN selection. For the UE configured with X-Network profile, when it detects and selects the reserved PLMN-ID, it continues with X-Network Discovery and Selection procedure.
Editor's note:	Whether we can assume a globally unique reserved PLMN ID to be assigned is FFS.
-	For the X-Network selection procedure:
-	If external services is supported, X-Network selection can base on the combination of SNID+NID.
-	If local service is supported, X-Network selection can only base on NID.
-	The following two options can be used to indicate if the X-Network support external services or local service:
-	Option1: two different reserved PLMN-IDs are allocated to represent two types of X-Network selection procedure, for either external service or local service.
-	Option2: NID contains an indication which is used to differentiate if associated service is provided by the external service network or local service network.
[bookmark: _Toc524419807]6.3.1.3	Access Control
For the access class information may be stored in USIM or a part of the configuration of the X-Network Profile, the UE shall be also configured with the access class information corresponding to the configured SN-ID.
For the access control of the X-Network, the solution is based on the following principles:
-	RAN node of the X-Network can broadcast information of the allow/non-allowed access class of the Service Network identified by the SN-ID.
[bookmark: _Toc524419808]6.3.2	Procedures
Editor's note:	This clause describes services and related procedures for the solution.
The X-Network uses UE Configuration Update procedure as in TS 23.501 to configure X-Network Profile for the UE with the following parameters:
-	Reserved global unique PLMN-ID.
-	SN-IDs list in priority order.
-	For each SN-ID in the configured SN-IDs list, the following parameters is provided:
-	Authentication parameters including credential, authentication method.
-	Access Class.
-	DNN, S-NSSAI, SSC mode if network slicing is supported in Service network.
For the X-Network Discovery with external service support, the example procedure is as follows:
-	UE autonomously scans applicable frequency bands for cells of 3GPP Network and the X-Network.
-	UE detects that the cell supports X-Network based on the reserved PLMN-ID.
-	UE identifies the NID and the list of SN-IDs supported by the X-Network identified by NID.
For the X-Network Selection, the example procedure is as follows:
-	UE detects a match between configured SN-IDs and available SN-IDs.
-	UE selects the SN-ID among the discovered SN-IDs based on the prioritized list of configured SN-IDs.
-	UE connects to a NID serving the Service Network identified as SN-ID and then perform corresponding authentication procedures.
[bookmark: _Toc524419809]6.3.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause captures impacts on existing 3GPP nodes and functional elements.
[bookmark: _Toc524419810]6.3.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.
[bookmark: _Toc524419811]6.4	Solution #4: Identification for non-public network
[bookmark: _Toc524419812]6.4.1	Description
The solution addresses key issue #2 ("Network Identification for type-a and type-b networks"). The solution is based on the following principles:
-	A type-a network is uniquely identified by the combination of a PLMN ID and a non-public network ID.
-	A type-b network is identified by the combination of a PLMN ID and a non-public network ID, where the PLMN ID consists of an MCC and a type-b dedicated MNC value which a local regulation of the MCC may assign with the type-b network.
Editor's note:	Whether it can be assumed that PLMN ID will be assigned for type-b network by regulatory for each country is FFS.
In a given region, per policy of the local regulation in the MCC, the non-public network IDs may be centrally managed by the local regulation or assigned in un-managed manner by individual type-b network operators.
-	A non-public network is distinguishable from public network by the non-public network ID which is assigned in addition to PLMN ID. Type-a and type-b networks are distinguishable by the MNC value of the PLMN ID ( i.e. it is determined by whether the MNC value is the type-b dedicated value in the MCC area)
Editor's note:	How UE determines if the given network is type-b network is FFS.
-	The UE is assumed to be configured with combination(s) of PLMN ID and non-public network ID corresponding to the non-public network(s) the UE is authorized to register with.
-	NG-RAN nodes supporting access to non-public networks broadcast in SIB one or more tuples of PLMN ID and non-public network ID to indicate to UEs the non-public networks they support.
[bookmark: _Toc524419813]6.4.2	Procedures
Editor's note:	This clause describes services and related procedures for the solution.

[bookmark: _Toc524419814]6.4.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause captures impacts on existing 3GPP nodes and functional elements.

[bookmark: _Toc524419815]6.4.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.
[bookmark: _Toc524419816]6.5	Solution #5: Solution for Access Control
[bookmark: _Toc524419817]6.5.1	Description
This is a solution for Key Issue #1 in order to prevent Network access for cell re-selection and access control:
1)	For UE(s) that are unauthorized to access the type-a/type-b network. Following are the three levels of access control that the network can support in guard itself from access by unauthorized UE(s):
a)	Reject Registration request to prevent UE(s) from obtaining connectivity and services from its network.
b)	Ensure that unauthorized UE(s) are not selecting the cell in its network.
2)	Use access barring mechanism to ensure that the unauthorized UE(s) are not accessing the cell (i.e. RACH access) in its network.2)	To prevent access due to network congestion/overload for authorized UE(s), network can support the following mechanisms in order to guard itself in case of congestion:
a)	Reactive congestion control: Perform AS/NAS congestion and overload control as described in TS 23.501 [3] to alleviate congestion.
b)	Proactive congestion control: In case of extreme congestion scenarios, use access barring mechanism to ensure that the unauthorized UE(s) are not even accessing the cell (i.e. RACH access) in its network to alleviate congestion.
In order to support 1a), 1b), it proposes the following solution options:
	Option 1: Type-a/Type-b assigns a special access identity (as part of UAC framework) to its UE(s). Thus UE(s) assigned with regular access class (allowed in public PLMNs) that are not authorized to access type-a/type-b network are not allowed to even initiate RACH access towards the type-a/type-b Network.
	Option 2: Type-a/Type-b bars access to UE(s) not configured with its network identifier by default. RAN should broadcast that access is barred for UE(s) not configured with its certain network identifier. Furthermore, RAN can broadcast cell-reserv-for-other-use to ensure that the unauthorized UE(s) (from public PLMN) are not accessing the type-a/type-b network:
-	If the type-a/type-b network is standalone with NPN-ID as described in solution #1, then the network can broadcast cell-reserv-for-other-use and NPN-ID to prevent access from UE(s) not authorized to access type-a/type-b network.
-	If the type-a/type-b network is non-standalone with PLMN ID and CAG ID as described in solution #2, then the network can broadcast cell-reserv-for-other-use and CAG-ID to prevent access from UE(s) not authorized to access the CAG cell hosted by PLMN.
	Thus, it allows access only for UE(s) that are authorized to access the type-a/type-b network.
On top of Option #2, UAC framework can be leveraged to perform Proactive congestion control for scenario 2a) described above.
Option #1 has the benefit of leveraging existing access control framework specified as part of UAC for supporting scenario 1) but provides an additional method for controlling access to only UE(s) assigned the special access identity. However, option #1 has a drawback, that is the private network cannot define own access categories (in addition to the special access identity), e.g to allow/inhibit access of own devices in case of extreme congestion scenarios for scenario 2a).
Option #2 would be a new framework, but it has the benefit of not having to assign a new access identity rather leveraging the assigned network identifier. This solution allows the type-a/type-b network to use the fullblown set of UAC features, assign own access control categories for own UE(s) in order to support proactive congestion control mechanism for its UE(s) for scenario 2a).
Either option can be supported based on configuration in the network thus it is optional for the network to leverage access control mechanism based on local policies.
[bookmark: _Toc524419818]6.5.2	High Level Description
[bookmark: _Toc524419819]6.5.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause describes impacts to existing services and interfaces.
[bookmark: _Toc524419820]6.5.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.
[bookmark: _Toc524419821]6.6	Solution #6: Architecture framework for integration with TSN
[bookmark: _Toc524419822]6.6.1	TSN Network
The 5GS may be operated as stand-alone TSN network or part of a TSN network, e.g. an industrial communication network. Common to both options is that a 5GS solution needs to support the three TSN configuration models, which are defined in IEEE P802.1Qcc/D1.6 [9]:
	Fully distributed model (cf. Figure 6.6.1-1): The TSN end stations, i.e. Talkers and Listeners, communicate the TSN stream requirements directly to the TSN network. Each TSN bridge on the path from Talker to Listeners propagates the TSN user and network configuration information along with the active topology for the TSN stream to the neighbouring bridge(s). The network resources are managed locally in each TSN bridge, i.e. there is neither a Centralized Network Configuration (CNC) entity nor an entity that has the knowledge of the entire TSN network.


Figure 6.6.1-1: Fully distributed model
	Centralized network and distributed user model (cf. Figure 6.6.1-2): The TSN end stations, i.e. Talkers and Listeners, communicate the TSN stream requirements directly to the TSN network. In contrast to the fully distributed model, the TSN stream requirements are forwarded to a Centralized Network Configuration (CNC). The TSN bridges provide their network capabilities information and active topology information to the CNC. The CNC has a complete view of the TSN network and is therefore enabled to compute respective end-to-end communication paths from a Talker to the Listeners that fulfil the TSN stream requirements as provided by the end stations. The computation result is provided by the CNC as TSN configuration information to each TSN bridge in the path between involved TSN end stations (Talkers to the Listeners) as network configuration information.


Figure 6.6.1-2: Centralized network and distributed user model
	Fully centralized model (cf. Figure 6.6.1-3): The fully centralized model acts similar to the centralized network and distributed user model. Main difference is that the TSN end stations, i.e. Talkers and Listeners, communicate the TSN stream requirements not directly to the TSN network but to a Centralized User Configuration (CUC). The CUC may adapt these TSN end station stream requirements before forwarding them to the CNC. The CNC performs the same actions as described in the centralized network/distributed user model, except that CNC sends specific TSN configuration information to the CUC. From this, the CUC may derive the TSN configuration information for the TSN end stations and notify them accordingly.


Figure 6.6.1-3: Fully centralized model
[bookmark: _Toc524419823]6.6.2	5GS Network
The 5GS provides multiple interfaces to external services/networks that can be used for TSN integration:
N6:	Reference point between the UPF and a Data Network. This interface is mainly used for the user plane data transport.
N5:	Reference point between the PCF and an AF. This interface can be used to exchange service requirements.
N33:	Reference point between NEF and AF. This interface can be used by the 5GS to expose its capabilities.
N60:	New reference point between UE and non-3GPP devices connected to the UE for URTSC specific requirements (e.g. time synchronization, user plane impacts, etc.).


Figure 6.6.2-1: System architecture of the 5GS with internal and external interfaces
[bookmark: _Toc524419824]6.6.3	5GS and TSN Network Integration
With respect to existing definitions on 5GS and TSN, we consider two options how the TSN network sees the 5GS. The first option considers the 5GS as a TSN link, and the second option considers the 5GS as a TSN bridge within the TSN network. It is proposed to evaluate both options taking into account that the following principles need to be supported:
-	Ingress and Egress ports connecting TSN end stations or TSN Bridges to the UE;
-	Egress and Ingress ports connecting TSN end stations or TSN Bridges to the UPF;
-	TSN time synchronization needs to be guaranteed for all Ingress and Egress ports;
-	Mapping of TSN QoS requirements to 3GPP QoS requirements and vice versa;
-	Mapping of 5GS capabilities to TSN bridge capabilities and vice versa (e.g. TSN bridge Managed Objects (MO):
-	TSN bridge capabilities (e.g., bridge-related Managed Objects (MO)) and vice versa (in case of 5GS is modelled as a TSN bridge); or
-	TSN link capabilities (e.g., bandwidth, propagation delay) and vice versa (in case of 5GS is modelled as a TSN link);
-	TSN bridge self-management for fully distributed model; handling of TSN information exchange (CUC, CNC, TSN bridges, TSN end stations) according to the TSN models;
-	Support of TSN protocols and functionality (e.g. FRER, SRP, MSRP, LLDP, FQTSS, etc.) as defined in IEEE 802.1 family for TSN.
[bookmark: _Toc524419825]6.7	Solution #7: 5GS appearing as a TSN link for integration with TSN
In this solution option, the 5GS appears to the external network as a TSN link, i.e, as an Ethernet cable which would have to be plugged into the TSN bridge on either side (UE and UPF). The advantage of this option is that the link model used in TSN it is quite simplistic, it uses a limited set of attributes to characterize the link. The link is defined by the connected entities, i.e. either two TSN bridges or a TSN end station and a TSN bridge or two TSN end stations. The link capabilities are described by the ingress/egress ports of the TSN bridges connected to the end of a link or by the TSN streaming requirements of an TSN end station directly connected to the link. The main problem is that the 5GS doesn't behave like an Ethernet cable but still would need to expose its capabilities according to the limited possibilities of the TSN link model. These exposed capabilities may include delay information, link speed, and available bandwidth information.


Figure 6.7-1: Example for system architecture view with 5GS appearing as link between two TSN bridges and/or TSN End stations
A potential solution to solve this issue could be to change the IEEE TSN standards and to define respective Managed Objects for a "5GS Link" or similar wireless link (i.e. in order to support the distributed model, there needs to be an 5GS adaptation function supported inside the TSN bridge/End station and this is controlling how the TSN streams are transmitted.).
The architecture assumes support of standardized QoS characteristics. There are two possibilities:
1)	Since there is no QoS negotiation on control plane or user plane interfaces, one option is that the QoS requirements for TSN are pre-configured in the PCF thus it is possible that there is over dimensioning of the requirement.
2)	Another option, if dynamic adaptation of 3GPP 5G System capabilities (e.g. based on RAN resource status) is needed, then 5GS adaptation function is needed in the TSN Bridge/End Station but this requires IEEE standards change to support the 5GS adaptation function. In addition, 5GS adaptation function in the TSN bridge can interface with the PCF for dynamic QoS support.
NOTE:	Besides TSN streams carrying payload data, any TSN user and network configuration information (e.g. stream requirements, discovery information, etc.) needs to be provided via the "5GS Link".
[bookmark: _Toc524419826]6.7.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause describes impacts to existing services and interfaces.
[bookmark: _Toc524419827]6.7.4	Solution Evaluation
Editor's note:	This clause describes evaluation of this solution.
[bookmark: _Toc524419828]6.8	Solution #8: 5GS appearing as a TSN bridge (black box) for integration with TSN
In this solution option, the 5GS appears to the external network as a TSN bridge. This "logical" TSN bridge (see Figure 6.8-1) includes adaptation function(s) to translate the 5GS protocols and information objects to TSN protocols and information objects and vice versa. 5GS-specific procedures in CN and RAN, wireless communication links, etc. remain hidden from the TSN network. To achieve such transparency to the TSN network and appear as any other TSN Bridge, the 5GS Bridge provides TSN ingress and egress ports via the so-called UE Translator on the UE side and via the so-called "Network Translator" on the CN side towards the DN. The fact that the 5GS Bridge needs to support the different TSN configuration models (cf. clause 6.x.1) requires several TSN compliant interfaces with the respective protocols towards TSN end stations, TSN bridges, CNC, and CUC both on the control plane and user plane. The TSN bridge self-management (for the fully distributed model) and the functions required to interact with CNC are preferably located at the Network Translator side. Additionally, it is necessary to provide TSN-related information exchange between the UE Translator and the Network Translator. TSN related information may include, e.g. TSN configuration information, TSN time schedules for ingress and egress ports, time synchronization. There might be potential impact to 5G internal interfaces (e.g. N1, N2, N3) due to this solution option.
NOTE 1:	Besides TSN streams carrying payload data, any TSN user and network configuration information (e.g. stream requirements, discovery information, etc.) need to be provided via the 5GS Bridge.
Editor's note:	TSN user and network information exchange between TSN bridges and TSN end stations connected to the UE Translator and between the UE Translator and the Network Translator of the 5GS bridge is not covered by current 5GS. Details on how this will be done and which interface(s) are used is ffs.


Figure 6.8-1: Example for system architecture view with 5GS appearing as TSN bridge
Modelling the 5GS as a TSN Bridge has the advantage that 5GS capabilities can be exposed using the respective information models for describing TSN bridge capabilities, which are better suited to capture the characteristics of the 5GS compared to the TSN link model attributes. Moreover, the approach allows for controlling the interaction with the major TSN control entity (TSN CNC), e.g., for negotiating QoS attributes. Finally, with the introduction of the TSN Translators at the UE side and the network side, it should be possible to reuse many of the existing interfaces defined for 5GS.
[bookmark: _Toc524419829]6.8.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause describes impacts to existing services and interfaces.
[bookmark: _Toc524419830]6.8.4	Solution Evaluation
Editor's note:	This clause describes evaluation of this solution.
[bookmark: _Toc524419831]6.9	Solution #9: Adapted TSN framework
[bookmark: _Toc524419832]6.9.1	Description
This is a solution for key issue 3.1.
5G system overall adopts a QoS framework where applications request QoS properties that the 5G system then meets using 5G framework such as QoS Flow type (GBR, delay critical GBR), 5QI, ARP etc.
When integrating TSN interworking with 5G, two broad options are possible.
Adapted TSN framework: In this option, the 5G system receives TSN related reservation requests using the well-established 5G QoS framework. The 5G system then uses 5G internal signalling to satisfy the TSN reservation request.


Figure 6.9.1-1: 5G System interworking with TSN adaptations (Adapted TSN framework)
A simple way to describe this approach is that 5G System is considered a black box from the TSN viewpoint. This approach would be easier to the traditional handling of QoS inside the 3GPP system and there is no need for any of the 3GPP network nodes to support TSN protocols and procedures that are integrated with the external TSN system.
Note that under this option the 5G system may use TSN internally, e.g. for the link layer for the N3 interface or for the fronthaul interface between CU and DU, but these TSN functions do not interwork with TSN nodes outside the 5G system. Such link layer use of TSN until now is typically outside the scope of 3GPP specifications.
Editor's note:	Transport Level Marking is provided from SMF to UPF as currently defined in TS 29.244. Whether some enhancement is needed in order to indicate mapping of Transport Level Marking to TSN parameters used in link layer is FFS.
[bookmark: _Toc524419833]6.9.2	Procedures
Editor's note:	This clause describes services and related procedures for the solution.

[bookmark: _Toc524419834]6.9.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause captures impacts on existing 3GPP nodes and functional elements.

[bookmark: _Toc524419835]6.9.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.
Though this approach has simplicity, it needs to be assessed whether it is valid or not based on whether delay Tolerance, Packet Loss and jitter requirements that are currently accomplished by TSN in fixed network deployment, can be fulfilled by a 5G System.
Between RAN and SA2 it needs to be assessed, whether the performance KPIs are currently defined in clause 8.1 of TR 22.804 [6] can be met with this approach. This can determine whether existing 5G QoS mechanisms already meet these requirements, whether potentially extensions in the 5G QoS framework e.g. by adding new parameters can also be considered or is essential to support TSN "inside" the 5G System.
[bookmark: _Toc524419836]6.10	Solution #10: Integrated TSN framework
[bookmark: _Toc524419837]6.10.1	Description
This is a solution for key issue 3.1.
Integrated TSN framework: In this option, individual nodes of the 5G system (e.g. UPF, gNB) interact with TSN procedures initiated by TSN end-points and TSN controllers. This allows the 5G system and associated infrastructure to present itself as multiple TSN-compatible end-points. Adopting the Integrated TSN approach will involve more extensive specification work, and should be considered if the "adapted TSN approach" (Solution 6.y) is found to have significant difficulties.


Figure 6.10.1-1: 5G System interworking with TSN integration (Integrated TSN framework)
Editor's note:	It is FFS whether the backhaul delays between gNB and UPF can be assumed to be are symmetric in terms of transmission directions and time-invariant.
[bookmark: _Toc524419838]6.10.2	Procedures
Editor's note:	This clause describes services and related procedures for the solution.

[bookmark: _Toc524419839]6.10.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause captures impacts on existing 3GPP nodes and functional elements.

[bookmark: _Toc524419840]6.10.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.

[bookmark: _Toc524419841]6.11	Solution #11 Options for time synchronisation using TSN (key issue 3.2)
[bookmark: _Toc524419842]6.11.1	Description
This is a set of solutions for Key Issue 3.2.
TR 22.804 [6] describes a requirement for synchronization of all automation endpoints, in order for the endpoints to coordinate sensing and actuation procedures at a common sampling point, with alignment of the order of 1 microsecond. Refer to bullet 4, Clause 5.3.2.3 of TR 22.804 [6] for a description of the use case.
With TSN, synchronization is performed by 802.1AS/gPTP messages where each automation endpoint acts as an 802.1AS client, and a TSN Master Clock that generates the 802.1AS messages. For automation systems operating over a wireless interface, there are two options for the deliver of precise timing information to the UE.
Option 1: Transport of 802.1AS messages over the 5G system to convey timing to the UE. In this option, the 5G system appears as an 802.1AS compliant entity that allows northbound and southbound nodes to use 802.1AS standardized signalling to exchange time information.
Option 2: Conveying timing to the UE via 5G specific signalling, e.g. via 5G broadcast/frame structure. In this option, the 5G RAN utilizes its fine-frame structure (e.g. at PHY symbol level) to convey precise timing to the UE. The 5G RAN receives the TSN timing information via direct connectivity with the TSN master clock, e.g. by having an embedded TSN client within the gNB (this option does not use UE specific 802.1AS messages).


Figure 6.11.1-1: Time synchronization for UE with 5G signalling (Option 2)
Option 1 has the challenge that 802.1AS messages have to be transported via the 5G system with predictable latency (as is done via wired 802.1AS compliant nodes currently). This may be difficult for wireless systems due to the variability of latency over a wireless link.
Option 2 has the challenge that broadcast channel can only broadcast time for one timing domain.
[bookmark: _Toc524419843]6.11.2	Procedures
Editor's note:	This clause describes services and related procedures for the solution.

[bookmark: _Toc524419844]6.11.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause captures impacts on existing 3GPP nodes and functional elements.

[bookmark: _Toc524419845]6.11.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.

[bookmark: _Toc524419846]6.12	Solution #12: 5G LAN-type service and 5GLAN communications using principles in TS 29.561 [10]
[bookmark: _Toc524419847]6.12.1	Description
The solution addresses key issue #4.1 ("5GLAN Group Management ") and key issue #5 ("Support of 5GLAN communication"). The solution is based on the following principles:
-	The solution assumes that the 5GLAN administrator makes a request for 5GLAN-type service by means that are outside of 3GPP scope.
NOTE:	As an example, the 5GLAN administrator goes to the operator's portal and makes a request for 5G LAN-type service. The request includes the GPSI (General Public Subscription Identifier) or SUPI (Subscriber Permanent Identity) of all UEs that are supposed to use this 5G LAN-type service for private communication and the type of communication (IP or Ethernet). In addition the 5GLAN administrator may indicate any of the following additional information: requested QoS, IPv4 or IPv6 communication, static or dynamic IP address, additional IP services (e.g. DNS, Dynamic DNS, DHCP, IMS, egress to Internet), additional Ethernet services (e.g. multiple IEEE 802.1Q VLANs).
-	If the operator accepts the 5GLAN administrator's request, the operator configures the network and the UE for 5G LAN-type service as follows:
-	The configuration of the UE is performed from a logical Application Function (AF) that configures the UE via the PCF directly or indirectly via the NEF first and the PCF second. According to TS 23.501 [2] clause 5.6.7 the direct path via PCF is used "in the case of requests targeting specific on-going PDU Sessions of individual UE(s)", whereas the indirect path (NEF-PCF) is used for "AF requests that target existing or future PDU Sessions of multiple UE(s)". Eventually the policy configuration is delivered from the PCF to the UE using the UE Configuration Update procedure. Alternatively, the configuration for 5GLAN-type service described in clause 6.X.3 can be configured manually.
-	The configuration of the network can be performed manually. The configuration process consists in: instantiating a private IP or Ethernet network by configuring a set of hardware and software resources (e.g. IP routers, DNS servers, DHCP servers, Ethernet switches, egress to internet, IMS servers, etc.) and configuring a selected PDU Session Anchor (PSA) as the ingress point to the 5GLAN.
Editor's note:	It is FFS whether the network configuration can be performed by using the 5GC Control plane functions (e.g. NEF, SMF).
[bookmark: _Toc524419848]6.12.2	Procedures
Once the UE and the network are configured, the 5G LAN-type service and 5GLAN communication is provided largely by using the procedures for access to external networks specified in TS 29.561 [10]:
-	UE wishing to connect to the 5G LAN makes a PDU Session Establishment request to the configured DNN.
-	During PDU Session establishment the network selects the preconfigured PDU Session Anchor (PSA) that is the ingress point to the preconfigured 5G LAN.
-	In case of IP communication the interworking procedures are specified in TS 29.561 [10], clause 8.
-	In case of Ethernet communication the interworking procedures are specified in TS 29.561 [10], clause 14. If IEEE 802.1Q tags are used, the PSA selects the appropriate Ethernet VLAN based on the 802.1Q VID tag.
-	If the DNN is configured for secondary (PDU Session-level) authentication, it is performed as specified in TS 33.501 [11].
-	For any enhanced services such as IMS, the additional interworking procedures are defined in TS 29.561 [10] clause 13.
-	The one-to-one and one-to-many communications are achieved by using native IP and Ethernet mechanisms. In all cases the transport between UE and the PSA is in point-to-point manner.
[bookmark: _Toc524419849]6.12.3	Impacts on Existing Nodes and Functionality
The solution requires definition of configuration information for 5G LAN-type service. This information is provided to the UE by using the existing procedure for UE policy delivery.
For 5G LAN-type service for IP communication the configuration information may include the following:
-	DNN and optionally S-NSSAI for access to the 5G LAN for IP communication.
NOTE 1:	One PDU Session provides access to one 5G LAN for IP communication.
-	Credentials for secondary (PDU Session-level) authentication with a AAA server in the 5G LAN.
-	Authorised QoS (e.g. in terms of DSCPs).
-	DNS server name or address, and indication of support for dynamic DNS.
-	P-CSCF address (in case of enhanced services such as IMS).
Editor's note:	It is FFS whether there is a need to provide DNS server address and P-CSCF address as part of the UE configuration, given that both parameters can be provided to UE upon PDU Session Establishment via the PCO.
-	Time of service activation indicating to the UE when it can start using the configured information for access to the 5G LAN-type service.
For 5G LAN-type service for Ethernet communication the configuration information may include the following:
-	DNN and optionally S-NSSAI for access to the 5G LAN for Ethernet communication.
NOTE 2:	One PDU Session can provide simultaneous access to several 5G LANs for Ethernet communication.
-	Credentials for secondary (PDU Session-level) authentication with a AAA server in the 5G LAN.
-	Indication of support of IEEE 802.1Q operation providing access to multiple virtual networks and QoS tagging support.
-	5GLAN identifiers for 5GLANs associated with this DNN e.g. IEEE 802.1Q VID tags for virtual 802.1Q networks associated with this DNN.
-	List of GPSIs (or SUPIs) associated with each IEEE 802.1Q tag.
-	Authorised QoS (e.g. in terms of 5QIs or IEEE 802.1Q PCP values).
-	Indication of ARP (Address Resolution Protocol) support in the 5G LAN.
NOTE 3:	ARP is an auxiliary protocol for IP and is strictly speaking not part of the 5G LAN-type service for Ethernet communication. If the end user is using IP communication on top of the 5G LAN-type service for Ethernet communication, this can result in significant ARP traffic that the operator may want to disallow.
-	Indication of Spanning tree protocol support in the 5G LAN.
NOTE 4:	When the 5GLAN does not include entities handling the Spanning tree protocol, while the end user is using it, this can result in significant Spanning tree protocol traffic that the operator may want to disallow.
-	Max number of Ethernet addresses reachable via this UE. This configuration parameter is used to limit the volume of reporting from the PSA to the PCF on per MAC address as described in TS 23.501 [2], clause 5.6.10.2.
-	Time of service activation indicating to the UE when it can start using the configured information for access to the 5G LAN-type service.
[bookmark: _Toc524419850]6.12.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.
[bookmark: _Toc524419851]6.13	Solution #13: 5G LAN service network (switch mode) architecture
[bookmark: _Toc524419852]6.13.1	Description
The solution addresses key issue #5 ("Support of 5GLAN communication").
In this solution the SMF configures the UE to operate as an Ethernet switch with configuration parameters provided during the PDU Session establishment.
The configuration parameters provided by the SMF are as follows:
-	An indicator whether the UE in Ethernet switch mode shall turn on or off the Spanning Tree Algorithm.
-	A periodic timer of sending BDPU messages.
-	A bridge identifier of the UE in Ethernet switch mode.
-	An indicator whether the UE in Ethernet switch mode notifies the change of port's status.
-	An indicator whether the UE in Ethernet switch mode reports the list of MAC address(es) of the backend devices connected in the backend networks.
The further enhancement to optimize Ethernet networks over 5G link including the following:
-	The UE in Ethernet switch mode may report its port states that results from the execution of the Spanning Tree Algorithm so that the SMF may control the UPF's port states based on the report to prevent the waste of air-resource.
[bookmark: _Toc524419853]6.13.2	Procedures
Editor's note:	This clause describes services and related procedures for the solution.

[bookmark: _Toc524419854]6.13.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause captures impacts on existing 3GPP nodes and functional elements.

[bookmark: _Toc524419855]6.13.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.
[bookmark: _Toc524419856]6.14	Solution #14: Private DNN for 5GLAN Group Communication
[bookmark: _Toc524419857]6.14.1	Overview
This solution addresses Key Issue #4 and #5. The solution proposes to introduce Private DNN for 5GLAN group communication.
A Private DNN uniquely identifies a 5GLAN group and all the member UEs of the same group need to establish a PDU Session towards the same Private DNN for 5GLAN group communication. Reserved special labels in the DNN syntax can easily indicate whether it's a Private DNN. Private DNNs might be preconfigured in the network and the group member UEs. They may be also dynamically created on demand by the operator or the group owners/administrators, as part of the 5GLAN group creation. When a new Private DNN is created on demand, the information may be propagated into the concerned network entities (e.g. AMF, SMF, UDR, etc.) in the core network and group member UEs may receive the Private DNN information, together with the related configurations such as the Service Area configuration, via NAS procedures (e.g. Registration).
Editor's note:	It is FFS what information is configured in the UE and the network in case of preconfigured 5GLAN Group.
Editor's note:	It is FFS whow a Private DNN is dynamically created on demand, and configured in the UE and the NW.
A 5GLAN group member UE establishes a dedicated PDU Session towards the target Private DNN before it can communicate with the group. The legacy PDU Session management procedures can be reused for group communication. According to the Private DNN, the network selects the appropriate network functions (e.g. SMFs and UPFs) for the UEs of the same group. For example, all the UEs of the same group and in the same local area may be assigned the same SMF and UPF.


Figure 6.14.1-1: Private DNN for 5GLAN communication.
Figure 6.14.1-1 illustrates the solution. In the figure there are two 5GLAN groups: 5GLAN Group 1 which consists of UE1 and U2, and 5GLAN Group 2 which consists of UE2 AND UE3. UE2 is in both Group 1 and Group 2. Each UE establishes the PDU Session (dotted line) towards the Private DNN corresponding to its group. The real group traffic (blue and red line) goes between UPFs selected for the group, under the control of the SMF or App Server, without going to the DN.
Editor's note:	It is for FFS how the 5GLAN group communication traffic can be routed/switched within 3GPP core network (e.g. between multiple UPFs). and what is the required functionality in the UPFs in case of 5GLAN service of Ethernet type and IP type.
Editor's note:	The impact of this solution on the 5GS architecture is FFS.
[bookmark: _Toc524419858]6.14.2	Procedures
Editor's note:	This clause describes services and related procedures for the solution.

[bookmark: _Toc524419859]6.14.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause captures impacts on existing 3GPP nodes and functional elements.

[bookmark: _Toc524419860]6.14.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.

[bookmark: _Toc524419861]6.15	Solution #15: Basic architecture for supporting dynamic 5G LAN-type service and 5GLAN communication
[bookmark: _Toc524419862]6.15.1	Description
This solution addresses Key Issue #4: Support of 5G LAN-type service and Key Issue #5: Support of 5GLAN communication. It focuses on scenarios where 5G LAN-type service is dynamically requested and proposes basic architecture for supporting such dynamic 5G LAN-type service and 5GLAN communication.
A 5GLAN Group may be managed (i.e. created, modified, and removed) based on AF request or UE request. A UE that belongs to the 5GLAN Group can access the 5G LAN-type service corresponding to the 5GLAN Group. 5GLAN Groups are isolated from each other, that is, communication between 5GLAN Groups is not supported.
Editor's note:	It is FFS what information is provided by UE or AMF for management of the 5GLAN Group.
The UE can access the 5G LAN-type service by establishing a PDU Session. During establishment of the PDU Session, the UE is authenticated/authorized for accessing the 5G LAN-type service. The 5G LAN-type service supports 5GLAN communication within the 5GLAN Group by coordinating PDU Sessions of the UEs, e.g. traffic routing between PDU sessions takes place within the 5GS.
Editor's note:	It is FFS how the network identifies that the PDU Session requested by UE is related to access to 5GLAN.
The 5GS offers the 5G LAN-type service by establishing a user plane composed of one UPF or multiple interconnected UPFs. When the UEs within the 5GLAN Group need to communicate with a physical LAN in the DN for some data services, the Ethernet transport service is associated with the DN and supports connecting the UEs to the physical LAN in the DN.
Editor's note:	It is FFS whether for specific 5GLAN Group there is any user plane pre-established before the first UE requests PDU Session for access to this 5GLAN Group.
The user plane of a 5G LAN-type service has two parts, the Access UP and the Backbone UP:
-	The Access UP contains the UP paths of PDU Sessions.
-	The Backbone UP contains UPFs and Nx connections in between, or Backbone UP bridges the UP paths in the Access UP and the physical LAN (if it exists) in the DN. The Nx connections in the Backbone UP are managed by the 5GC. Traffic routing over Nx in the Backbone UP is configured at the 5G LAN-type service level (i.e. per hop).
NOTE 1:	The UPF(s) in the Backbone UP functions as a router or switch and treats the user plane path of the PDU Session as the cable connecting the UE to one port/interface on the router or switch.
NOTE 2:	The topology of the Backbone UP is implementation specific.
Editor's note:	It is FFS what functionality needs to be supported in the UPF for 5GLAN service of Ethernet and IP type.
The Access UP and the Backbone UP intersect at UPFs, which are PSA UPFs from the access part point of view and BUAP (Backbone UP Access Point) UPFs from the backbone part point of view. Figure 6.15.1-1 shows the user plane architecture of 5GLAN communication framework.


Figure 6.15.1-1: The user plane architecture of 5GLAN communication framework
To enable 5G LAN-type service, the 5GC is enhanced with the following functions/functionalities in the control plane:
-	Group Management Function (GMF): The GMF is responsible for 5GLAN Group management, including creating, modifying or removing a 5GLAN Group, according to authorised request from the UE or the AF. The GMF is also responsible for authentication/authorization of UEs for accessing 5G LAN-type service.
-	Path Management Function (PMF): The PMF is responsible for managing the UP path to support 5GLAN communication within a 5GLAN group and to ensure desired isolation. During the UP management, the PMF takes into account UE location information, and DNAI information (if available). PMF retrieves the UE PDU session information from the SMF.
-	SMF enhancements: Perform 5GLAN group authentication and authorization with GMF during PDU Session establishment/modification procedure; configure packet handling rules (e.g. packet routing & forwarding rules, packet marking rules) in the UPF to support 5GLAN communication. SMF interacts with PMF in order for the UP path management of 5G LAN-type service.
Editor's note:	It is FFS whether other new functions/functionalities are needed.
Editor's note:	It is FFS the signaling flows between GMF, PMF and SMF.
Editor's note:	It is FFS the configuration for 5G LAN-type service, if any.
Editor's note:	The role of PMF and whether it can be part of SMF are FFS.
Figure 6.15.1-2 depicts the enhanced 5GS architecture for non-roaming scenario.


Figure 6.15.1-2: The 5G LAN-type service architecture with SBI presentation


Figure 6.15.1-3: The 5G LAN-type service architecture with PtP presentation
[bookmark: _Toc524419863]6.15.2	Procedures
Editor's note:	This clause describes services and related procedures for the solution.

[bookmark: _Toc524419864]6.15.3	Impacts on Existing Nodes and Functionality
Editor's note:	This clause captures impacts on existing 3GPP nodes and functional elements.

[bookmark: _Toc524419865]6.15.4	Solution Evaluation
Editor's note:	This clause provides an evaluation of this solution.

[bookmark: _Toc524419866]7	Overall Evaluation
Editor's note:	This clause will provide evaluation of different solutions.

[bookmark: _Toc524419867]8	Conclusions
Editor's note:	This clause will list conclusions that have been agreed during the course of the study item activities.
[bookmark: historyclause]
[bookmark: _Toc524419868]
Annex A: TSN standard/project for consideration in TSN integration in 5GS approach (informative)
Following listed the TSN standard/project may need to be considered, for Key issue #3: Enablers to support Time Sensitive Networking (TSN) if the TSN integration in 5G System approach is pursued:
-	802.1Qbu - Frame Pre-emption;
-	802.1Qbv - Enhancements for Scheduled Traffic;
-	802.1Qca - IS-IS Path Control and Reservation (PCR);
-	802.1Qch - Cyclic Queuing and Forwarding;
-	802.1Qci - Per-Stream Filtering and Policing;
-	P802.1Qcc - Stream Reservation Protocol (SRP) Enhancements & Performance Improvements and TSN configuration;
-	P802.1Qcr - Asynchronous Traffic Shaping (ATS);
-	P802.1AS-Rev - Timing and Synchronization - Revision.
[bookmark: _Toc524419869]
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